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ABSTRACT

Many studies on community detection are mainly based on the similarity in friendship between users. 
Recent studies have started to explore node contents to identify semantically meaningful communities. 
However, the sentimental interaction information which plays an important role in community detection 
is often ignored. By analyzing and utilizing the abundant sentimental interaction information, one can 
not only more precisely identify the communities, but also discover the interesting interactions and 
conflicts between these communities. Based on this concept, the authors propose a new Community 
Sentiment Diffusion Detection Model (CSDD), which utilizes sentimental information embedded in 
forward posts. Furthermore, the authors present an efficient variational algorithm for model inference. 
The community detection results have been verified on two large Twitter datasets. It is experimentally 
demonstrated that we can provide a fine-grained view of sentimental interaction between communities 
and discover the mechanism of sentiment diffusion between communities.
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In recent years, one of the hottest topics in online social networking has been community detection 
(Zhe et al., 2019; Zhang et al., 2020). Typically, the network’s basic units are abstracted as nodes, 
and the mutual influence of units is abstracted as edges. Community is defined as a group of nodes 
that are closely connected (Girvan & Newman, 2002). Not only can community detection help people 
understand the structure of a network, but it can also be used to find functional modules in protein 
interactions, find a group of nodes with similar properties (Vlaic et al., 2018), and even predict 
the actions of nodes in complex systems—for instance, finding political factions in a blog network 
(Bickel & Sarkar, 2016).
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User-defined communities are an essential component of many social networks, allowing users to 
express their differing perspectives on current events. According to the survey by Fortunato and Hric 
(2016), a large number of traditional community detections are based on network topology. We can 
basically infer communities by taking into account the network structure from various perspectives 
(Jiang et al., 2018; Cheng et al., 2018). In addition to structural information, social networks also 
contain a large amount of textual semantic information. By accounting for the semantics of texts 
and other aspects, researchers can increase the accuracy of community detection results (Neville et 
al., 2003). Recent studies have begun to consider the diffusion on community level (Hu et al., 2015; 
Tu et al., 2018). In work by Cai et al. (2017), the concept of profiling is put forth, and communities 
are found by comprehensively describing both their internal nature and their external behaviors. In 
the latest work, Wang et al. (2020a) propose the GHIPT model by integrating group homophily and 
individual personality traits into topics on the basis of intra-community and inter-community links. 
Studies (e.g., Kumar et al., 2018) show that in real networks, inter-community actions can be positive, 
leading to the exchange of information and ideas, or they can take a negative turn, leading to overt 
conflicts between community members. The work demonstrates to us that sentimental interaction 
plays a very important role in community detection.

Currently, while there are various works (Chen et al., 2017; Wang et al., 2017; Feng et al., 2020) 
that take sentiments into account to discover users who are closely connected and highly consistent 
in their sentiments about one specific product or service; these works do not consider the impact of 
sentimental interaction on community detection. An intuitive idea is that members of a community 
should disseminate documents with similar sentiments on a specific topic.

Let us take the example of American political parties to illustrate sentimental interactions. Some 
voters support Joe Biden, while others support Donald Trump. Because they hold opposing political 
views, there would be negative sentimental interactions between the two communities, but positive 
sentimental interactions within communities. Sentimental interactions play an important role in the 
formation of communities. Documents are frequently disseminated with sentimental information 
that has an impact on the structure of communities. Understanding the generation mechanisms of 
sentiment diffusion can thus promote optimal community structures not only from the perspective 
of topology and semantics but also from the perspective of sentiment diffusion.

There is a straightforward and intuitive method for discovering communities directly through 
sentiment diffusion. We can define communities using existing methods, then count the sentiments 
of documents being spread at the community level, and finally modify the community structure on 
the basis of statistics about sentiments. However, this approach fails to capture our intuitive notion 
that sentiment diffusion may also be community-related.

Therefore, designing a reasonable and unified model is necessary. For this purpose, we 
propose a Community Sentiment Diffusion Detection (CSDD) that combines friends’ links and 
document content (including words and sentiment diffusion). Our approach has two primary 
goals: 1) to identify sentiment diffusion-based communities, i.e., communities that share nearly 
consistent sentiments on common topics, and 2) to reveal the mechanism of sentiment diffusion 
at the community level. As shown in Figure 1(a), we collected a series of data, including users, 
their friendship links, original and forwarded documents, and the sentimental polarity of each 
forwarded document, with the box representing the collection of all documents sent by the user. 
Using Twitter as an example, the diagram denotes users and their followers, tweets and retweets, 
as well as retweet sentiment polarity tags. In Figure 1(b), we extract the communities to which 
each user belongs, the topics that each community is interested in (e.g., community c

1
 tends to 

publish topics z
1

 and z
2

), and the diffusion of each sentiment polarity at the community level 
(e.g., on topic z

1
, community c

1
 tends to diffuse neutral and positive sentiment to the community

c
2

). To avoid ambiguity, we use tweet to refer to the original document and retweet to refer to 
the forwarded document.
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The contributions of the paper are summarized as follows:

• We present a new method of community detection that considers sentiment diffusion for improving 
the accuracy of community detection. To the best of our knowledge, we are the first to investigate 
this critical and challenging problem.

• To perform model inference, we transformed the aforementioned generalized semantic community 
detection problem into a MAP (maximum a posteriori) problem and developed an efficient 
variational inference algorithm.

• We conducted several experiments on two real datasets to demonstrate that the accuracy of 
community detection will be enhanced by considering sentiment diffusion.

The remainder of this work is arranged in the following manner: The relevant work is introduced 
in Section 2. Section 3 delves into the specifics of our model. The stages of model inference and 
parameter estimation are covered in Section 4. Section 5 contains experimental data as well as a case 
study. Finally, in Section 6, we wrap up the paper with some discussion.

ReLeVANT WoRK

Many methods of community detection have been proposed in recent years. The primary theories and 
techniques include the following: modularity-based methods (Yang et al., 2016; Newman, 2016; Zhang 
& Moore, 2014), hierarchical clustering methods (Li et al., 2015), spectral algorithms (Jia et al., 2015; 
Ma et al., 2018), dynamic algorithms (Jiang et al., 2018), statistical inference-based methods (Xie et 
al., 2018), etc. Please refer to the survey by Fortunato and Hric (2016). There are also some ways to 
use the metadata of the node to improve community detection results; for instance, Peel (2011, 2012) 
extended the stochastic block model for jointly modelling relational and class label information. Peel 
used the Supervised Blockmodel to achieve strong link-structure-based classification results and also 
provided a clear summary of network interactions to aid in the comprehension of the data.

Community Detection Based on Semantics
Many traditional community detection methods ignore node content attributes in favor of network 
topology information alone. Nevertheless, node content is crucial and helpful for community discovery, 
because it divides the community in a way that is more in line with its actual circumstances and makes 
a bigger contribution to the community. Node characteristics are based on the inherent structure of 
individuals, which is another way to express the nature of the community.

Figure 1. Overview of sentiment diffusion and community detection



International Journal on Semantic Web and Information Systems
Volume 20 • Issue 1

4

The topological information and content information complement each other, thus producing 
a more accurate result. Another advantage is that even if a single source of information is lost, a 
relatively stable community structure can still be built with another source of information, e.g., 
content analysis and personality characteristics. The idea of using a topic model-based method to 
unify the model and then estimating each parameter to find the community distribution was proposed 
by Balasubramanyan and Cohen (2011) and Yang et al. (2009). Zhu et al. (2013) combined classic 
ideas in topic modeling with a variant of the mixed-membership block model recently developed in 
the statistical physics community; their model can also be used for detecting generalized communities. 
Block-LDA (Balasubramanyan & Cohen, 2011) combines aspects of mixed membership stochastic 
block models and topic models to improve entity link modeling by jointly modeling links and text about 
the entities that are linked. Yang et al. (2009) proposed a discriminative methodology for detecting 
communities by integrating link and content analysis. For content analysis, they also developed a 
conditional model and a discriminative model. Neville et al. (2003) proposed a weighted adjacency 
matrix to allow a content similarity measure. The weight of each edge was defined as the number 
of attribute values shared by the two end vertices. They then applied three existing graph clustering 
algorithms to the weighted adjacency matrix to perform network clustering. Furthermore, since 
semantic structures are related to each other, TCCD (Wang et al., 2019) can learn the community 
structure and semantic interpretation of each community and search for the correlations of different 
topics in community detection.

Community Detection Based on Diffusion
It is important to recognize that community detection, which integrates network topology and 
community semantics, has advanced to the point where the outcomes can roughly mirror the 
community structure. However, because billions of users generate documents and disseminate a large 
amount of information every day, diffusion must also be considered. If we merely look at diffusion at 
the level of individual users, we consume a large quantity of time with getting comprehensive answers. 
Therefore, some researchers take the effect of community spread into account. The COLD (Hu et al., 
2015) method is expressive while remaining efficient. The extracted community-level patterns enable 
diffusion exploration from a new perspective. Han and Tang (2015) pointed out that the results of 
detection and behavior prediction are still far from satisfactory, so they argued for incorporating all the 
information about nodes and edges such as links, communities, user attributes, roles, and behaviors. 
Cai et al. (2017) proposed the concept of community profiling, with rich user information such as 
user-published content and user diffusion links, and they characterized a community in terms of both 
its internal content profile and its external diffusion profile. Tu et al. (2018) incorporated community 
structure of network embedding methods and also proposed a new approach to learning network 
embeddings with regular equivalence. Wang et al. (2018) proposed a GHIPT model by integrating 
group homophily and individual personality of topics, relying on intracommunity and intercommunity 
links. Our method not only comprehensively considers topology, semantics, and diffusion, but also 
makes use of extremely important sentiment information, and we can detect communities more 
accurately using abundant information of sentiment diffusion.

Community Detection Based on Sentiment
In social networks, sentiment is tremendously significant. Each document not only contains semantic 
data but also a great deal of sentimental data. Communities are now frequently discovered based on 
sentimental information.

Recently, there have been some papers studying community detection and sentiment mining 
together. The JST model (Lin & He, 2009) is a directed graph model that considers the influence of 
sentimental factors on topic mining through the graph model for the first time. The POT model (Chen 
et al., 2017) introduces the concept of community detection based on opinions, which simulates the 
social relationships, common interests, and common opinions of users in a unified way. Wang et al. 
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(2017) put forward the concept of sentimental community, that is, the close linking of a group of 
users’ sentiments about a product. This technology is suitable for the practical application of product 
recommendation. Feng et al. (2020) proposed an extraction model based on user group text and 
sentimental topics to alleviate the problem of feature sparsity in short text.

However, existing community detection algorithms based on sentiment do not take the transmission 
characteristics of sentiments into account. A method will not consider sentiment rendering if it relies 
only on the sentimental attributes of tweets to aggregate users into communities. The sentiment 
diffusion and discovery communities can be tracked using our method.

THe BAyeSIAN MoDeL

In this section, we present the novel Bayesian graphical model, denoted as Community Sentiment 
Diffusion Detection (CSDD). The CSDD model can find the community to which users belong, the 
semantics to which each community belongs, and the topic to which each word belongs on the basis 
of tweet content, retweet content, topology, and sentimental polarity of retweets. For instance, it can 
determine the fraction of the polarity of sentiment diffusion within communities on a specific topic. 
Thus, CSDD can simulate the generation process of community, original topic, forward topic, and 
sentiment diffusion.

Problem Formulation
We first describe our problem formulation. The notations applied in this paper are summarized in 
Table 1.

Definition 1. We define a social network as G U D D= ( , , , , )* f e , where u UÎ  is a user, d DÎ  is 
a user published tweet, and d D* *Î  is a user published retweet. There are two types of edges 
inG . f

uu*
Î f  is a friendship link from user u  to user u* ; e

ud s*
Î e  is a sentiment diffusion 

edge on retweet d * . Given the social network G, our objectives are to 1) recognize the words in 
the content text as generated by original topics and forwarded topics; 2) partition G into c
communities, z  original topics, and z*  forwarded topics on the basis of network topology and 
contents; 3) express the mechanism of sentiment diffusion at community level by forwarded 
topics. Our novel probability graph model can solve all three problems at the same time.

Definition 2. We define a user u ’s community membership as being a | |C -dimensional multinomial 
distribution pu  over communities, where each dimension pu c,  denotes the probability of the 

user u  belonging to community c . pu c,  satisfies the constraints πucc

C

=
=

1
1∑ , andπuc ∈ [ , ]0 1 .

Definition 3. Original community semantics is a | |K -dimensional vector qc , where each dimension 
qc k,  is the probability of the original topic k  belonging to community c .

Definition 4. Forwarded community semantics is a | |K -dimensional vector qc
* , and each dimension 

qc k,
*  is the probability of forwarded topic k  belonging to community c .

Definition 5. Topic k KÎ { , ... | |}1 2  is a | |V -dimensional vector fk  over all words, where each 
dimension fk v,  is the probability of a word v VÎ { , ... | |}1 2  belonging to topic k .

Definition 6. Given the community assignment cu  of each node u , we then generate a topology of 
friendship f

uu*
 of the node connected to u* , represented by a | |U -dimensional vector gc , 

which denotes the probability that node u*  from community ci  selects the node u*  as another 
node when it generates a friendship link.
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Definition 7. The sentiment diffusion e between two communities in the forwarded topic is a 
| |S -dimensional vector h

c c k, ,*
, where each dimension h

c c k s, , ,*  is the probability of sentiment s  

from the community c*  diffusing community c  on the topic k .

Model Structure
We propose a probabilistic generative model that consists of four components: community semantics, 
topic-word, sentiment diffusion, and friendship topology. This model’s probabilistic graphical 
representation is depicted in Figure 2.

Table 1. Notations used in this paper

Signs Descriptions

| |U Number of users

| |Du , | |*Du Number of tweets and retweets

| |Wud
, | |

*

*Wu
d

Number of tweet words and retweet words

| |V Total number of words in vocabulary V

| |F Number of friend relationships

| |C , | |K Number of communities and topics

f
uu*

Directed link from user u  to user u*

wudn , w
ud
n*
*

* The n -th words of d -th tweet and n* -th words of d * -th retweet

e
u u
d*

* Sentiment diffusion from user u*  to user u  via d * -th retweet

cu Community assignment for u

zud , zu
d*

* Topic assignment for the d -th tweet published by u  and d * -th retweet forwarded by u

pu Multinomial distribution over communities specific to user u

qc , qc
*

Multinomial distribution over original topic and forwarded topic to the c -th community

fk Multinomial distribution over words specific to the k -th topic

gc Multinomial distribution over friendships to the c -th community

h
c c k, ,*

Multinomial distribution over sentiment diffusion from community c*  to community c  on topic k

α α β ρ ξ, , , , ,* Ω Parameters of Dirichlet priors
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Community semantics. Users who write documents on the same topic are more likely to belong 
to the same community, resulting in the community’s semantic nature. We categorize semantics into 
two types: original semantics and forwarded semantics. The topic of tweets written by users for the 
first time is considered the original semantics, and the topic of retweets is considered the forwarded 
semantics. Given the community label cu  of the user u , we need to sample the original topic label 
zud  of the d -th tweet posted by the user u  from a multinomial distribution; then we sample the 
forwarded topic labe z

ud*
*  of d * -th retweet posted by user u  from a multinomial distribution.

Topic-word. Each tweet du  contains a bag of words{ ,..., }w wud udn1
, and each retweet du

*  contains 

a bag of words{ ,..., }*
*
*

* *w w
ud ud

n1

, where n  and n*  represent the length of the tweet and retweet. We 

generate these words on the basis of several latent factors, i.e., original topic-word distribution qc  
and forwarded topic-word distribution qc

* . Its generation process is similar to that of LDA (Blei et al., 
2003), except that we think the topic generates documents rather than words, because the meaning 
of words in short texts is not clear.

Topology of friendship. This part works by dividing the nodes of a network into classes such 
that the members of each class have similar patterns of connection to other nodes (Newman & Leicht, 
2007), which can reflect the topological relationship between two users. Given the community labels 
cu  of user u , we sample all edges connected to nodes u  from a multinomial distribution. In essence 
gc  denotes the “preferences” in community cu .

Figure 2. Diagram of the generative model of CSDD
Note. Part 1 (purple box) denotes community semantics component. Part 2 (red box) denotes topic-
word component. Part 3 (green box) denotes heterogeneous edge component. Part 4 (yellow box) 
denotes sentiment diffusion component.
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Sentiment diffusion. We need to determine how to generate sentiment diffusion, so we get the 
sentimental polarity of the retweet e

u d s, ,*
, which denotes the sentimental polarity of the d * ’s document 

forwarded by user u is s . The multinomial distribution is defined as

p e s
u u c c z c c z s
d u u ud u u ud

(
*
*

*
*

*
*

*
*

*
*, , , , , ,

= | )=h h , (1)

where h
c c z su u ud
, , ,*
*

*
*  denotes the probability of polarity of sentiment diffusion that the community 

c*  of user u*  diffuses sentiments to the community c  of user u  on forwarded topic z*  and is subject 
to η

c c z su u ud
, , ,*
*

*
* = 1 . In our experiment, the dimension of s is set to 3, including negative, neutral, and 

positive. Next, we take a Bayesian approach to learning these parameters to find suitable parameters 
h  instead of fixing each parameter randomly in advance. Because the Dirichlet distribution is a 
conjugate prior of multinomial likelihood, we use the Dirichlet distribution as the super parameter 
of the multinomial distribution, which is assumed to be given first and fixed to predetermined values. 
The Dirichlet hyperparameter form of the multinomial distribution of h  is defined as

p cck

s
s

S

s
s

S c c k s
s

S
sη ξ

ξ

ξ
ηξ| =

1( )











( )



=

=

−

=

∑

∏
∏

Γ

Γ
1

1

1
, , ,











, (2)

where Γ()⋅  is the Gamma function. The distribution is parameterized by a positive-real 
S -dimension vector; ξ ξ ξ ξ= ( , , )

1 2 3
 is a hyperparameter of this generative process.

Generative Process
We summarize all the generative processes as follows:

1.  For each user u ∈ …{ , , ,| |}1 2 U :
(a)  Choose π ρu Dir~ ( )

2.  For each community c ∈ …{ , , ,| |}1 2 C :
(b)  Choose γc Dir~ ( )Ω

(c)  Choose θ αc Dir~ ( )

(d)  Choose θ αc Dir* *~ ( )
3.  For each topic k ∈ …{ , , ,| |}1 2 K :

(e)  Choose φ βk Dir~ ( )
4.  For each community sentiment diffusion link at topic z :

(f)  Choose η ξcck Dir u~ ( )
5.  For each user u ∈ …{ , , ,| |}1 2 U :

(a)  Choose community c Mulu u~ ( )p

(i)  For user  form an edge with user u* , f
uu*

= 1

Draw friendship link u  and u* , f Mul
uu cu* ~ ( )g
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6.  For the d -th tweet of user u :
(a)  Choose community z Mulud cu~ ( )q
(b)  For the n -th word of the tweet d :

(i)Draw each word w Mulud zud
~ ϕ( )

7.  For the d * -th retweet of user u :
(a)  Choose community z Mul

ud cu*

* *~ ( )q

(i)  Draw each sentiment e Mulud c c zu u ud

~ ( )
, ,*
*

*
*h

(b)  For the n* -th word of the tweet d :

(i)  Draw each word w Mul
ud z

ud
*

*
*

* ~ ϕ








The Joint Distribution
With the above description, we have described the complete generative process of this model. We 
not only generate the parameters p , g , q , q* , f , h , but also generate hidden variables, i.e., C , 
Z , Z * . We formally define a Bayesian model that denotes the underlying joint probability distribution.

Given the Dirichlet hyperparameters a , a* , b , W , r , x , we decompose the joint distribution 
over p , g , q , q* , f , h ,C , Z , Z * . The joint distribution was defined as

p C Z Z
p p p
π θ θ ϕ γ η ρ α α β ξ

π ρ θ α

, , , , ,( )
= | |

∗ , , , , , , , | , , , , ,

( ) ( )

* * *f e w w Ω

(( ) ( ) ( )

( ) ( | ) ( | , ) ( , ) ( | ,

θ α ϕ β γ

η ξ π θ θ γ

∗ ∗

∗ ∗

| | |

⋅ | |

p p
p p C p Z C p Z C p C

Ω

f ))

( | ) ( | ) ( | , )* * *⋅ , , ,p Z p Z p C Zw w eϕ ϕ η

,  (3)

where

p p u
u

U

πρ π ρ|( ) =
=
∏ ( | )
1

, p p c
c

C

γ γ| |Ω Ω( ) =
=
∏ ( )
1

, p c
c

C

θ α θ α| |( ) =
=
∏( )
1

, 

p c
c

C

θ α θ α* * * *( )| |( ) =
=
∏
1

, p k
k

K

ϕ β ϕ β| |( ) =
=
∏( )
1

, p
cc k

c

C

c

C

k

K

η ξ η ξ| |( ) =
===
∏∏∏ ( )*

* 111

,  

p C p cu u
u

U

| ( | )π π( )
=
∏=
1

, p Z C p zud c
d

D

u

U

u

u

| , ( | )θ θ( )
==
∏∏=
11

, p Z C p z
ud c

d

D

u

U

u

u
* * =

*

| , ( | )*
*

*

*

* *θ θ( )
==
∏∏
11

,  

p C c

f

u

U

u

U

u u

u uf | ,
, *

, *

*

γ γ( )
==
∏∏=
11

,  p C Z
u ,cu* ,zud*,s

*

u

*

u,d* ,s
e

s=1

S

d

D

u =1

U

u

U

e| ,
c

*,
*

*

η η( ) = ∏∏∏∏
== 11

, 

p Z z
w

n

N

d

D

u

U

ud n

udn
udu

w | ,
,

ϕ ϕ( )
===
∏∏∏=
111

, p Z
z

w

n

N

d

D

u

U

ud n

ud n
udu

w* *| ,
* *

*

* *
*

*

*
*

*

*

ϕ ϕ( )
===
∏∏∏=
111

. 

Because the Dirichlet distribution is a conjugate multinomial likelihood prior, we set 
hyperparameters α α β ρ ξ, , , , ,* Ω  to generate the above multinomial distribution. When we derive 
inference, the posterior will have a closed-form expression that can be used in math.
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Model optimization
First, we figure out the maximum a posteriori (MAP) approach to infer this model, which requires 
us to determine the equation shown below.

,̂ ,̂ argmax ( , , | , , , )*

, ,

* *

*
C Z Z P C Z Z

C Z Z

 = f e w w ,  

where P C Z Z( , , | , , , )* *f e w w  is the posterior distribution of C , Z  and Z *  given f , e , w  

and w* . Ĉ , Ẑ , and Z *  provide the most probable clustering of users and tweets retweets 
independently and provides the best explanation for the given explicit variables’ matrices f , e , w , 
w* .

Despite its conceptual simplicity, the probabilistic inference problem is difficult to solve. A major 
difficulty is the computation of the posterior distribution of Z , Z *  and C .

p C Z Z

p C Z Z d

( , , | , , , )

( , , , | , , , )

* *

* *

f e w w

f e w w= ∆ ∆∫
, (4)

where

p C Z Z
p C Z Z
p C Z Z d

C Z Z

( , , , | , , , )

( , , , )

( , , , )

* *

*

*

, , *

∆

∆

∆ ∆

f e w w

=
∫∑

, (5)

where D  denotes a collection of all parameters without hyperparameters. We create variational 
inference to address this issue because it is impossible to find a closed-form solution because of the 
integrals over the parameters.

The Main Idea
The main idea behind our variational inference method is to use Jensen’s inequality to find the tightest 
lower bound of the original expressions.

We approximate the posterior by a novel variational distribution function q . According to the 
theory of variational optimization, the variational distribution q  can be defined as

q

q u

( ),C,Z,Z | , , , , , , , ,*π θ θ ϕ η ρ α α β ξ π θ θ

π ρ

,³ , , , ,* * *

= ( |

� � � � � � � � �Ω

uu c c c c c c k
u

U

c

C

c

C

c

C

q q q q� � � �
) ( | ) ( | ) ( | ) ( |*

= = = =
∏ ∏ ∏ ∏
1 1 1 1

³ Ω θ α θ α ϕ* ββ

η ξ π

k

c c k c c k u u

k

K

k

K

c

C

c

C

u

U

q q c

�

� �

)

( | ) ( | )

=

=== =

∏

∏∏∏⋅
1

111 1
, , ,* *

*
∏∏ ∏∏ ∏∏

= =

q z q zu u u
*

u
d

D

u

U

d

D

u

U

d d d* d*

u u

( | ) ( | )
=1 =1

θ θ� �
1 1

*

*

*

, 

where ρ α α β ξ π θ� � � � � � � �, , , , , , ,Ω *  and q*  are variational parameters. In order to obtain the closest 
variational distribution, we first need to find a way to measure the distance between the variational 
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distribution q  and the posterior distribution p . We adopt the Kullback-Leibler (KL) divergence 
(Daminelli et al., 2015), which is defined as

KL

= |

-

( || )

( , , )*

q p

E logq C Z Z
E l
q

q

∆ Ω, , , , , , , , ,∗ ∗ρ α α β ξ π θ θ� � � � � � � � �

oogp C Z Z( , , , , , )* *∆ Ω, , , , , , ,∗|ρ α α β ξ f w w e
. 

We note that model parameters and variational parameters make up the KL divergence, and 
our objective is to reduce it. Although the true posterior probability involved in the KL divergence 
cannot be measured directly, it is comparable to determining the greatest value of ELBO (Evidence 
Lower Bound). In order to address the computational challenge, we use the variational distribution 
to roughly approximate the optimal distribution. ELBO is therefore defined as

L
E logp C Zq
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∗
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f w w e|

- |

ρ α α β ξ

ρ α α β

Ω

∆ Ω� � � � �� � � � �, , , , ∗ξ π θ θ )

. (8)

The equivalence between these two optimization problems can then be easily derived, since these 
two objectives sum up to a constant for the given data. That is,

KL( || ) ( , , , )*q p L logp+ = f e w w . 

The derivatives of the variational parameters are taken and set to 0, which is characterized as
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Ultimately all the parameters that need to be updated can be expressed as follows:

ρ ρ πuc c uc
 ∝ +  , (10)
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where w  denotes the number of times that this word occurs in the document Dud , corresponding 
to the i -th word in the word list, and w*  denotes the number of times that the word occurs in the 
document D

ud*
* .
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There is only one case where the e  value is 1, that is, sentimental polarity of D
ud*
*  is s .

θ β β π α αudk udn
i

ki'
i

V

ck ck'w
ki uc

� � � � � �∝ +( )− ( ) ( )−
=
∑exp [ ] [
'

Ψ Ψ Ψ Ψ
1

(( )














∑∑∑∑
k'

K

c

C

i=

V

n=

Nud

=1=111

] , (16)

θ β β π α
ud k ud n

i
ki'

i

V

uc*
ki ck

w* *exp
� � � � �∝ +( )− ( ) ( )−

=
∑* *

*

'

[ ] [Ψ Ψ Ψ
1

ΨΨ αck'
k'=1

K

c=1

C

i=

V

n =

N

*

ud
*

11

*

�( )














∑∑∑∑ ] , (17)

π

ρ ρ

uc

uu cu cu'
u'=

U

u =

U

uc ucf * *
*

�

� � � �

∝

+( )− ( ) ( )−∑∑

exp

11

[ []Ψ Ω Ψ Ω Ψ Ψ ''
c'=

C

udk ck ck'
k'=1

K

k=

K

ud
d=

Du

*

�

� ��

( )

( )− ( )+ +

∑

∑∑∑
1

11

]

[ ]θ α α θΨ Ψ
kk ck ck'

k'=

K

k=1

K

u c ud k

d =1

D

*

u

* * * e

*

*

*

[ ]* *�

�

� �

�

Ψ Ψα α

π θ

( )− ( )∑∑∑
1

+
uud u
s

s=

S

k=

K

c =

C

u =

U

d =

D

* *

cc*ks*** 11111

u
*

∑∑∑∑∑








−[Ψ ξ� ΨΨ ξ

cc ks's'=1

S

*

]�
























∑







, (18)

where ψ()⋅  is the Digamma function, which is the logarithmic derivative of the Gamma function 
Γ()⋅ , defined as

ψ( )
log ( ) ( )

( )
x d x

dx
x
x

= =
′Γ Γ
Γ

. 

Algorithm Summary and Time Complexity
Finally, we summarize the above optimization process in Algorithm 1. For step 3 the times to update 
ρ α α β ξ� � � � � �, , , , ,Ω *  a r e  O U C(| || |) ,  O U F C(| || || |) ,  O C K D(| || ||| |) ,  O C K D(| || || |)* , 
O K W K W(| || | | || |)*+ , and O C K D(| || || |)*2 . Then, the times to compute θ θ π� � �, ,*  in step 4 
are O K W U C K(| || | | || || |)+ , O K W U C K(| || | | || || |)* +  and

O U F C U C C K D C K D(| || || | | || | | || || | | || || |)*+ + + 2 .  

Thus, the overall time complexity is 

O C K D U F C U C K C K D K W K W(| || || | | || || | | || || | | || || | | || | | || |* *2 + + + + + )) . 

eXPeRIMeNTS

We evaluated the CSDD model on two large-scale real-world datasets and compared it with nine 
state-of-the-art baselines on a PC with Intel(R) 4.2GHz CPUs and 32GB RAM.



International Journal on Semantic Web and Information Systems
Volume 20 • Issue 1

13

Datasets
Our study used two Twitter datasets (Wang et al., 2020b), which were scraped from 147,909 users 
and spanned the months from December 2010 to July 2011. Only 147,909 users were crawled, since 
certain users’ privacy settings were unavailable.

We extracted two time periods from the long time span: March 1, 2011 to March 10, 2011 and 
May 1, 2011 to May 2, 2011. Among them, the iPad 2 was released on March 3, 2011, and Bin Laden 
was assassinated on May 1, 2011. We removed all stop words, non-English phrases, and repeated 
tweets written by the same user. Each word had to appear in at least three additional tweets, and each 
tweet had to contain at least three additional words. The statistical information from the two datasets 
is summarized in Table 2.

Sentimental Status Discovery
Thanks to the sentiment analysis method in Xiong et al. (2018), we could divide the large number of 
tweets into three different polar sentiments automatically, i.e., negative, neutral, and positive. Then 
each tweet was assigned a positive R w+( )  and negative R w-( )  sentimental score. Both scores were 
on a scale ranging between 1 (neutral) and 5 (strongly positive or negative). We defined the polarity 
score R w( )  as the tweet’s sentiment score, defined as

R( ) ( ) ( )w R w R w= −+ − .  

If R w R w+ −=( ) ( ) , we considered the sentimental polarity of the tweet to be neutral. When 
R w( )< 0  or R w( )> 0 , we considered the sentimental polarity of the tweet to be negative or positive, 
respectively.

Baselines
We chose nine state-of-the-art baselines to evaluate the community results, which can be divided 
into five categories, as listed below.

Algorithm 1. Inference algorithm of CSDD

Input: U D D, , , , , ,* *w w f e , a threshold e , countmax
Output: ρ α α β ξ θ θ π� � � � � � � � �, , , , , , , ,Ω ∗ ∗

1. Initialize θ θ π� � �, ,∗  randomly and t = 1
2. Repeat:

3. (a). Update ρ α α β ξ� � � � � �, , , , ,Ω ∗ , via (10) - (15)

4. (b). Update and normalize θ θ π� � �, ,∗ , via (16) - (18)

5. (c). Computing Lcount  and t t= +1
6. Until L qcount( ) - L q count( )−( )1 < e  or t countmax>

Table 2. Datasets

Datasets No. of users No. of tweets No. of retweets No. of words

Twitter 3 60588 234410 121659 138969

Twitter 5 13657 42541 22660 22806
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Topology-Based Community Detection
These methods consider only the topology information and ignore the semantic, sentiment, and 
document diffusion information.

BIGCLAM (Yang & Lescovec, 2013): builds mainly on a novel observation that overlaps between 
communities are densely connected, which is especially effective for dense overlapping communities 
in large networks.

DCSBM (Karrer & Newman, 2011): detects community structure in social networks, considering 
variation in vertex degree, and uses only topology information.

Semantics-Based Community Detection
These methods consider topology and semantics information. They believe that communities should 
have semantic information, so users who write the same types of documents are more likely to be 
in the same community.

PMTLM (Zhu et al., 2013): generates topics using the Poisson distribution and takes into account 
only semantic information. We integrate the topic classification of each user’s documents as the 
community this user belongs to.

GUCD (He et al., 2021): combines Graph Convolutional Networks and Markov Random Fields 
to generate community structure.

Sentiment-Based Community Detection
This method considers sentimental information. It considers users who have the same sentimental 
polarity about the same topic to be more likely to be in the same community.

JST (Lin & He, 2009): can learn the topic of the document. We use this model to get the topic 
according to the sentimental information that we use the same sentimental software to generate. For 
the results, we integrate the topic classification of each user’s documents as the community this user 
belongs to.

Diffusion-Based Community Detection
These methods not only consider the relationships between friends but also the document diffusion 
edges. They also ignore sentiment-type information in the inputs.

COLD (Hu et al., 2015): uncovers temporal diffusion and extracts inter-community influence 
dynamics.

CPD (Cai et al., 2017): identifies a community in terms of both its internal content profile and 
its external diffusion profile and formalizes the concept of community profiling.

GHIPT (Wang et al., 2020a): can integrate group homophile and individual personality topics 
and generate the topic with hierarchical structure through document diffusion.

Ablation of CSDD
We investigated the effect of the sentiment diffusion component. We believe it is important in 
determining the performance of our approach on community detection and semantics.

CSDD without sentiment diffusion (CSDD-NS): removes the polarity of sentiment diffusion 
and considers the sentiment of all retweets to be neutral. The method ignores sentiment diffusion 
between communities.

Metrics
In light of the fact that no ground-truth is known regarding user communities in these two networks, 
in order to validate the community detection quality, we adopt conductance and expansion (Leskovec 
et al., 2010; Kloster & Gleich, 2014) as the metrics. The lower value of the score signifies a more 
community-like set of nodes. Fortunato and Hric (2016) defined a strong community as a subgraph 
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such that the internal degree of each vertex is greater than its external degree. This is why we chose 
conductivity and expansion as the metrics.

Conductance measures the fraction of total edge volume that points outside the community, 
defined as

f S B E BC C C( ) / ( )= +2 . 

Expansion measures the number of edges per node that point outside the community, defined as

f S B nC C( ) /= . 

In the two equations above, we let C  be the set of nodes in the community, where nC  is the 
number of nodes in C , n CC =| | ; E v v v C v Cc i j i j= ∈ ∈| {( , ) : , } |  is the number of edges in C ; 
and B v v v C v CC i j i j= ∈ ∉| {( , ) : , } |  is the number of edges on the boundary of C .

Community Detection
Table 3 shows the conductance and expansion results of nine baselines and CSDD on the Twitter3 
and Twitter5 datasets. The programs of all the methods compared were obtained from their authors, 
and we used their default.

(1)  Our approach (i.e., CSDD) outperforms the nine baselines, with the exception of CPD on 
expansion, because, while the method does not consider sentiments, it does consider the impact 
of different time periods on community detection. This impact will grow over a long period of 
time. Furthermore, expansion does not consider edges within the community, whereas CPD is 
better at identifying edges between communities because it pays attention to the user’s personality, 
which is another reason.

(2)  Our approach outperforms JST. The reason for this is that the JST model divides communities 
in social networks only on the basis of sentiment, ignoring the fact that different communities 
diffuse different polarities of sentiment. Furthermore, because it relies solely on sentiment 
division, which ignores document content structure, its classification results are inferior to those 
obtained solely through semantic classification.

(3)  The ablation studies were carried out to answer the following questions: The effect of sentiment 
diffusion on the detection of communities; In conductance and expansion, the model’s 
performance decreased by an average of 4.7% and 4.6%, demonstrating the importance of 
sentiment diffusion.

(4)  Results show that the CSDD model achieves 3.5% conductance decrease over the second-best 
baseline on Twitter 3, 1.8% conductance decrease, and 1.5% expansion decrease over the second-
best baseline on Twitter5. By mining conflict and promotion at the community level, our algorithm 
outperforms baselines in most cases. This is largely due to the fact that our method takes into 
account not only the influence of sentiments within the community, but also sentiment diffusion 
across communities. Furthermore, CSDD is better at detecting sentiment-rich networks, such 
as networks created in response to specific events, especially sentiments that are easily aroused, 
making it easier to track sentimental resonance and capture real communities.
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Finding Semantics
We extracted the model’s latent factors, showing its accurate modeling ability in both topics. We 
quantitatively evaluated CSDD’s topic extraction capacity by perplexity (Blei et al., 2003), which 
is a probability distribution over entire sentences or text. A low perplexity indicates that the model 
distribution is closer to the real distribution. Perplexity is defined as follows:

Perplexity D
p w

N
dd

D

dd

D
( ) (

( ( ))
)=exp

log
=1−

∑
∑ =1

, (21)

where Nd  is the length of each post d , and p wd( )  is the probability of a series of words in 
each tweet: for the CSDD model, p wd( )  can be denoted as

log( ( )) ( ( ( ( | ))( ( | ))( ( | ))))p w log p c u p z c p w zd d
zc

= ∑∑ . (22)

We tested the result of word clustering under a different number of topics on the Twitter5 
dataset. Table 4 reveals that CSDD has the lowest perplexity on 20 topics. Our method is consistently 
better than COLD and CPD across a number of topics. This is for two reasons: (1) It considers the 
homogeneity of diffusion, which makes it easier for the forwarded topic to segment sentiment words 
with different sentimental polarities; (2) The distribution of topic-word is applicable not only to the 
original topics but also to the forwarded topics.

A Case Study
We analyzed parameters modeled in CSDD on the Twitter5 dataset. They were community-topic 
distribution, topic-word distribution, and especially the distribution of sentiment diffusion, respectively 
(i.e., { θ θ φ η, , ,* }).

Table 3. Comparison in terms of conductance and expansion on 50 communities

Methods Twitter3 Twitter5

Conductance Expansion Conductance Expansion

BIGCLAM 0.9510 0.9836 0.9550 0.1864

DCSBM N/A N/A 0.9416 0.1795

JST 0.9152 0.9309 0.9171 0.1841

GUCD 0.8453 0.8597 0.8512 0.1552

PMTLM N/A N/A 0.8650 0.1627

COLD 0.9378 0.9930 0.9379 0.1876

CPD 0.8436 0.7928 0.8986 0.1656

GHIPT 0.8263 0.8311 0.8647 0.1603

CSDD-NS 0.8337 0.8365 0.8800 0.1647

CSDD 0.7976 0.8193 0.8358 0.1529

Note. Lower value of score signifies a more community-like set of nodes. N/A means out of memory or run times > 48 hours.
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Sentiment Diffusion Visualization
We visualized sentiment diffusion at the community level. After that, we used the default 
hyperparameters and set up 10 communities and 10 topics. We could now visualize not only how 
communities feature distinct content (e.g., what a community tweets), but also how the emotionalist 
interacts (e.g., how a community retweets others), which was often overlooked before.

In order to facilitate the analysis, we selected the top 6 communities and top 6 topics, and then 
drew a diffusion picture, selecting the top 13 sentimental edges. As shown in Figure 3, we can clearly 
see some laws of sentiment diffusion: (1) Compared with neutral and positive sentiment, the diffusion 
of negative sentiment tends to gather in the same community. (2) For different communities, the 
sentiment diffusion may be different. For example, the sentimental polarity of community c

4
 diffuses 

to community c
6

 is positive, but it diffuses to community c
3

 is neutral. (3) The topic of diffusion 
depends mainly on the topic that the receiver cares about, followed by the topic that the disseminator 
cares about. (4) Both communities c

1
 and c

6
 are good at diffusing negative sentiment, and community 

c
4

 is good at diffusing positive sentiment; e.g., a user with ID 15742760 in community c
6

 retweeted 
the following from community c

4
: ”fans and Mets fans rejoice together. Osama Bin Laden is dead.” 

(5) We found that sharing the same topic makes it easier for communities to diffuse negative sentiments. 
As shown in Figure 3, both c

1
 and c

6
 tend to diffuse documents on social topics to c

2
, but the 

communication between them is negative.

Unbalance of Sentiment Diffusion
We find that sentiment diffusion is unbalanced for different communities; i.e., a lot of the sentiment 
diffusion occurred in a small fraction of communities. In the 100 negative sentiment diffusion edges at 
the community level, 20% of community interaction accounted for 55% of the total negative sentiment 
diffusion. 20% of community interaction accounted for 39% of the total neutral sentiment diffusion, 
and 20% of community interaction accounted for 47% of the total positive sentiment diffusion (see 
Table 5). This shows that certain categories of communities also contributed far more to sentiment 
diffusion of a certain polarity. In addition, our results can perceive the imbalance of sentiment diffusion, 
leading to almost outperforming nine baselines at community detection and topic extraction.

Word Clouds of Topics
Word clouds of four topics are illustrated in Figure 4, showing that each topic has practical meaning. 
We extracted the most frequently occurring words in each topic and adjusted the number of words 
according to the frequency of occurrence by analyzing the probability of topic-word distribution. 
We can deduce from Figure 4(a) that the words blog, friend, facebook and twitter are related to the 
topic of social, which is the main topic of community c

2
. Topic terrorist, as shown in Figure 4(b), 

Table 4. Perplexity values

Methods No. of topics

5 10 20 50

COLD 24804 19673 19500 18067

CPD 198616 60012 54445 45161

CSDD-NS 22907 15330 15639 16088

CSDD 19136 12899 12713 13091

Note. Lower value of score signifies a better community-semantics.
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is the main topic of the internal discussion of community c
4

 and the second topic of the 
communication from community c

4
 to community c

6
. Words obama, bin, laden, and osama are 

the names of people who are related to terrorists. The words winning and happy usually appear at 
the same time to describe the general views of social networks after the elimination of the Bin 
Laden group. Dead and death usually appear in neutral reports and positive reports and usually 
appear at the same time as words news. Similarly, because of the words video, music, and watch. 
Figure 4(c) is considered as a media topic, which is the main topic of community c

1
. Among these 

words, video and music are the specific forms of social media. Interestingly, book as a form of 
paper media appeared in this topic many times. The last example is shown in Figure 4(d), which 
is the main topic of community c

3
 and the main topic of community c

3
 diffusing to c

6
. Among 

the topics here, the topic of the iPad, iPhone, and PoPhone are electronic specific content. As a 
kind of products, electronic products are closely related to tax; at the same time, as a new technology 
product, electronic products are often used by students and children for entertainment, so we have 
mined the words kids, life, and game in electronic topic.

Figure 3. Visualization about sentiment diffusion

Table 5. Sentiment diffusion statistics at the community level

Sentimental polarity Community interaction (%)

10 20 30 40 50 60 70 80 90

Negative 38 55 65 76 82 87 90 93 97

Neutral 21 39 51 67 81 89 92 97 98

Positive 30 47 62 76 85 90 95 98 99
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Parameter Initiation
Our method can choose any number of communities c  and topics k . However, for clarity and 
simplicity, we focused on the case of c k= . All the hyperparameters were fixed at a predefined 
value. In this research, we followed the convention in Bayesian statistics and set the value as (; i.e., 
α = 0 01. , α* .= 0 05 , β = 0 001. , Ω = 0 05. , ρ = 0 05. , ξ = 0 001. ; Wang et al., 2019).

Running Time
The actual running time is shown in Figure 5. In the Twitter5 dataset, we recorded the running time 
of CSDD as well as baselines. Our method isn’t the quickest, because it takes into account not just the 
topology and content of the documents, but also sentimental interaction factors. Because we consider 
three-dimensional sentiment diffusion on the basis of diffusion, the model’s running time is slightly 
faster than that of CPD. The model’s execution time is slightly longer than GHIPT, because, while it 
does not consider sentimental diffusion, it does examine the topic’s vertical relevance. Furthermore, 
we employed Gibbs sampling for approximate inference, which takes longer than variational inference.

Figure 4. Word clouds of four topics: Social, terrorist, media, electronic

Figure 5. Comparison in terms of running time
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CoNCLUSIoN AND DISCUSSIoNS

In this paper, we studied the problem of discovering communities that are more accurate and 
explainable. We further studied the regulation of sentiment diffusion based on communities. However, 
the difficulty of model configuration in this situation is largely underestimated. Here, we have solved 
three aspects of this problem, namely the following: (1) clearly distinguishing sentiment polarity; (2) 
heterogeneity in social networks; and (3) the uniqueness of the topic. Our work explains for the first 
time the mechanism of sentiment diffusion at the community level and investigates the sentiment 
diffusion mechanism in real social networks, revealing the impact of topics on different sentiments. 
We also discovered an important phenomenon: that the diffusion of negative sentiments tends to 
concentrate in a small number of communities.

The limitation of our model is that it must obtain information on sentiment diffusion. Although 
considering the factors of emotional communication will more accurately detect communities, many 
network structures do not contain such information—for example, citation networks.

Graph neural networks (GNN) have been widely used in recent years because of their powerful 
representation ability. GNN is also used to discover communities (Bruna & Li, 2017; Ma et al., 2020; 
Sun et al., 2021). However, because their resulting representations are difficult to interpret, we will 
next combine GNN and topic models for community detection.
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